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Replication is the cornerstone of a

cumulative science [1]. However, new

tools and technologies, massive amounts

of data, interdisciplinary approaches, and

the complexity of the questions being

asked are complicating replication efforts,

as are increased pressures on scientists to

advance their research [2]. As full replica-

tion of studies on independently collected

data is often not feasible, there has recently

been a call for reproducible research as an

attainable minimum standard for assessing

the value of scientific claims [3]. This

requires that papers in experimental

science describe the results and provide a

sufficiently clear protocol to allow success-

ful repetition and extension of analyses

based on original data [4].

The importance of replication and

reproducibility has recently been exempli-

fied through studies showing that scientific

papers commonly leave out experimental

details essential for reproduction [5],

studies showing difficulties with replicating

published experimental results [6], an

increase in retracted papers [7], and

through a high number of failing clinical

trials [8,9]. This has led to discussions on

how individual researchers, institutions,

funding bodies, and journals can establish

routines that increase transparency and

reproducibility. In order to foster such

aspects, it has been suggested that the

scientific community needs to develop a

‘‘culture of reproducibility’’ for computa-

tional science, and to require it for

published claims [3].

We want to emphasize that reproduc-

ibility is not only a moral responsibility

with respect to the scientific field, but that

a lack of reproducibility can also be a

burden for you as an individual research-

er. As an example, a good practice of

reproducibility is necessary in order to

allow previously developed methodology

to be effectively applied on new data, or to

allow reuse of code and results for new

projects. In other words, good habits of

reproducibility may actually turn out to be

a time-saver in the longer run.

We further note that reproducibility is

just as much about the habits that ensure

reproducible research as the technologies

that can make these processes efficient and

realistic. Each of the following ten rules

captures a specific aspect of reproducibil-

ity, and discusses what is needed in terms

of information handling and tracking of

procedures. If you are taking a bare-bones

approach to bioinformatics analysis, i.e.,

running various custom scripts from the

command line, you will probably need to

handle each rule explicitly. If you are

instead performing your analyses through

an integrated framework (such as Gene-

Pattern [10], Galaxy [11], LONI pipeline

[12], or Taverna [13]), the system may

already provide full or partial support for

most of the rules. What is needed on your

part is then merely the knowledge of how

to exploit these existing possibilities.

In a pragmatic setting, with publication

pressure and deadlines, one may face the

need to make a trade-off between the

ideals of reproducibility and the need to

get the research out while it is still relevant.

This trade-off becomes more important

when considering that a large part of the

analyses being tried out never end up

yielding any results. However, frequently

one will, with the wisdom of hindsight,

contemplate the missed opportunity to

ensure reproducibility, as it may already

be too late to take the necessary notes from

memory (or at least much more difficult

than to do it while underway). We believe

that the rewards of reproducibility will

compensate for the risk of having spent

valuable time developing an annotated

catalog of analyses that turned out as blind

alleys.

As a minimal requirement, you should

at least be able to reproduce the results

yourself. This would satisfy the most basic

requirements of sound research, allowing

any substantial future questioning of the

research to be met with a precise expla-

nation. Although it may sound like a very

weak requirement, even this level of

reproducibility will often require a certain

level of care in order to be met. There will

for a given analysis be an exponential

number of possible combinations of soft-

ware versions, parameter values, pre-

processing steps, and so on, meaning that

a failure to take notes may make exact

reproduction essentially impossible.

With this basic level of reproducibility in

place, there is much more that can be

wished for. An obvious extension is to go

from a level where you can reproduce

results in case of a critical situation to a

level where you can practically and

routinely reuse your previous work and

increase your productivity. A second

extension is to ensure that peers have a

practical possibility of reproducing your

results, which can lead to increased trust

in, interest for, and citations of your work

[6,14].
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We here present ten simple rules for

reproducibility of computational research.

These rules can be at your disposal for

whenever you want to make your research

more accessible—be it for peers or for

your future self.

Rule 1: For Every Result, Keep
Track of How It Was Produced

Whenever a result may be of potential

interest, keep track of how it was pro-

duced. When doing this, one will frequent-

ly find that getting from raw data to the

final result involves many interrelated

steps (single commands, scripts, programs).

We refer to such a sequence of steps,

whether it is automated or performed

manually, as an analysis workflow. While

the essential part of an analysis is often

represented by only one of the steps, the

full sequence of pre- and post-processing

steps are often critical in order to reach the

achieved result. For every involved step,

you should ensure that every detail that

may influence the execution of the step is

recorded. If the step is performed by a

computer program, the critical details

include the name and version of the

program, as well as the exact parameters

and inputs that were used.

Although manually noting the precise

sequence of steps taken allows for an

analysis to be reproduced, the documen-

tation can easily get out of sync with how

the analysis was really performed in its

final version. By instead specifying the full

analysis workflow in a form that allows for

direct execution, one can ensure that the

specification matches the analysis that was

(subsequently) performed, and that the

analysis can be reproduced by yourself or

others in an automated way. Such execut-

able descriptions [10] might come in the

form of simple shell scripts or makefiles

[15,16] at the command line, or in the

form of stored workflows in a workflow

management system [10,11,13,17,18].

As a minimum, you should at least

record sufficient details on programs,

parameters, and manual procedures to

allow yourself, in a year or so, to

approximately reproduce the results.

Rule 2: Avoid Manual Data
Manipulation Steps

Whenever possible, rely on the execu-

tion of programs instead of manual

procedures to modify data. Such manual

procedures are not only inefficient and

error-prone, they are also difficult to

reproduce. If working at the UNIX

command line, manual modification of

files can usually be replaced by the use of

standard UNIX commands or small

custom scripts. If working with integrated

frameworks, there will typically be a quite

rich collection of components for data

manipulation. As an example, manual

tweaking of data files to attain format

compatibility should be replaced by for-

mat converters that can be reenacted and

included into executable workflows. Other

manual operations like the use of copy and

paste between documents should also be

avoided. If manual operations cannot be

avoided, you should as a minimum note

down which data files were modified or

moved, and for what purpose.

Rule 3: Archive the Exact
Versions of All External
Programs Used

In order to exactly reproduce a given

result, it may be necessary to use programs

in the exact versions used originally. Also,

as both input and output formats may

change between versions, a newer version

of a program may not even run without

modifying its inputs. Even having noted

which version was used of a given

program, it is not always trivial to get

hold of a program in anything but the

current version. Archiving the exact ver-

sions of programs actually used may thus

save a lot of hassle at later stages. In some

cases, all that is needed is to store a single

executable or source code file. In other

cases, a given program may again have

specific requirements to other installed

programs/packages, or dependencies to

specific operating system components. To

ensure future availability, the only viable

solution may then be to store a full virtual

machine image of the operating system

and program. As a minimum, you should

note the exact names and versions of the

main programs you use.

Rule 4: Version Control All
Custom Scripts

Even the slightest change to a computer

program can have large intended or

unintended consequences. When a contin-

ually developed piece of code (typically a

small script) has been used to generate a

certain result, only that exact state of the

script may be able to produce that exact

output, even given the same input data

and parameters. As also discussed for rules

3 and 6, exact reproduction of results may

in certain situations be essential. If com-

puter code is not systematically archived

along its evolution, backtracking to a code

state that gave a certain result may be a

hopeless task. This can cast doubt on

previous results, as it may be impossible to

know if they were partly the result of a bug

or otherwise unfortunate behavior.

The standard solution to track evolution

of code is to use a version control system

[15], such as Subversion, Git, or Mercu-

rial. These systems are relatively easy to set

up and use, and may be used to system-

atically store the state of the code through-

out development at any desired time

granularity.

As a minimum, you should archive

copies of your scripts from time to time,

so that you keep a rough record of the

various states the code has taken during

development.

Rule 5: Record All Intermediate
Results, When Possible in
Standardized Formats

In principle, as long as the full process

used to produce a given result is tracked,

all intermediate data can also be regener-

ated. In practice, having easily accessible

intermediate results may be of great value.

Quickly browsing through intermediate

results can reveal discrepancies toward

what is assumed, and can in this way

uncover bugs or faulty interpretations that

are not apparent in the final results.

Secondly, it more directly reveals conse-

quences of alternative programs and

parameter choices at individual steps.

Thirdly, when the full process is not

readily executable, it allows parts of the

process to be rerun. Fourthly, when

reproducing results, it allows any experi-

enced inconsistencies to be tracked to the

steps where the problems arise. Fifth, it

allows critical examination of the full

process behind a result, without the need

to have all executables operational. When

possible, store such intermediate results in

standardized formats. As a minimum,

archive any intermediate result files that

are produced when running an analysis (as

long as the required storage space is not

prohibitive).

Rule 6: For Analyses That
Include Randomness, Note
Underlying Random Seeds

Many analyses and predictions include

some element of randomness, meaning the

same program will typically give slightly

different results every time it is executed

(even when receiving identical inputs and

parameters). However, given the same

initial seed, all random numbers used in

an analysis will be equal, thus giving

identical results every time it is run. There
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is a large difference between observing

that a result has been reproduced exactly

or only approximately. While achieving

equal results is a strong indication that a

procedure has been reproduced exactly, it

is often hard to conclude anything when

achieving only approximately equal re-

sults. For analyses that involve random

numbers, this means that the random seed

should be recorded. This allows results to

be reproduced exactly by providing the

same seed to the random number gener-

ator in future runs. As a minimum, you

should note which analysis steps involve

randomness, so that a certain level of

discrepancy can be anticipated when

reproducing the results.

Rule 7: Always Store Raw Data
behind Plots

From the time a figure is first generated

to it being part of a published article, it is

often modified several times. In some

cases, such modifications are merely visual

adjustments to improve readability, or to

ensure visual consistency between figures.

If raw data behind figures are stored in a

systematic manner, so as to allow raw data

for a given figure to be easily retrieved,

one can simply modify the plotting

procedure, instead of having to redo the

whole analysis. An additional advantage of

this is that if one really wants to read fine

values in a figure, one can consult the raw

numbers. In cases where plotting involves

more than a direct visualization of under-

lying numbers, it can be useful to store

both the underlying data and the pro-

cessed values that are directly visualized.

An example of this is the plotting of

histograms, where both the values before

binning (original data) and the counts per

bin (heights of visualized bars) could be

stored. When plotting is performed using a

command-based system like R, it is

convenient to also store the code used to

make the plot. One can then apply slight

modifications to these commands, instead

of having to specify the plot from scratch.

As a minimum, one should note which

data formed the basis of a given plot and

how this data could be reconstructed.

Rule 8: Generate Hierarchical
Analysis Output, Allowing
Layers of Increasing Detail to Be
Inspected

The final results that make it to an

article, be it plots or tables, often represent

highly summarized data. For instance,

each value along a curve may in turn

represent averages from an underlying

distribution. In order to validate and

fully understand the main result, it is

often useful to inspect the detailed values

underlying the summaries. A common

but impractical way of doing this is to

incorporate various debug outputs in the

source code of scripts and programs.

When the storage context allows, it is

better to simply incorporate permanent

output of all underlying data when a

main result is generated, using a system-

atic naming convention to allow the full

data underlying a given summarized

value to be easily found. We find

hypertext (i.e., html file output) to be

particularly useful for this purpose. This

allows summarized results to be generat-

ed along with links that can be very

conveniently followed (by simply click-

ing) to the full data underlying each

summarized value. When working with

summarized results, you should as a

minimum at least once generate, inspect,

and validate the detailed values underly-

ing the summaries.

Rule 9: Connect Textual
Statements to Underlying
Results

Throughout a typical research project, a

range of different analyses are tried and

interpretation of the results made. Al-

though the results of analyses and their

corresponding textual interpretations are

clearly interconnected at the conceptual

level, they tend to live quite separate lives

in their representations: results usually

live on a data area on a server or

personal computer, while interpretations

live in text documents in the form of

personal notes or emails to collaborators.

Such textual interpretations are not

generally mere shadows of the results—

they often involve viewing the results in

light of other theories and results. As

such, they carry extra information, while

at the same time having their necessary

support in a given result.

If you want to reevaluate your previ-

ous interpretations, or allow peers to

make their own assessment of claims you

make in a scientific paper, you will have

to connect a given textual statement

(interpretation, claim, conclusion) to the

precise results underlying the statement.

Making this connection when it is

needed may be difficult and error-prone,

as it may be hard to locate the exact

result underlying and supporting the

statement from a large pool of different

analyses with various versions.

To allow efficient retrieval of details

behind textual statements, we suggest

that statements are connected to under-

lying results already from the time the

statements are initially formulated (for

instance in notes or emails). Such a

connection can for instance be a simple

file path to detailed results, or the ID of a

result in an analysis framework, included

within the text itself. For an even tighter

integration, there are tools available to

help integrate reproducible analyses di-

rectly into textual documents, such as

Sweave [19], the GenePattern Word

add-in [4], and Galaxy Pages [20]. These

solutions can also subsequently be used

in connection with publications, as dis-

cussed in the next rule.

As a minimum, you should provide

enough details along with your textual

interpretations so as to allow the exact

underlying results, or at least some

related results, to be tracked down in

the future.

Rule 10: Provide Public Access
to Scripts, Runs, and Results

Last, but not least, all input data,

scripts, versions, parameters, and inter-

mediate results should be made publicly

and easily accessible. Various solutions

have now become available to make data

sharing more convenient, standardized,

and accessible in particular domains,

such as for gene expression data [21–

23]. Most journals allow articles to be

supplemented with online material, and

some journals have initiated further

efforts for making data and code more

integrated with publications [3,24]. As a

minimum, you should submit the main

data and source code as supplementary

material, and be prepared to respond to

any requests for further data or method-

ology details by peers.

Making reproducibility of your work

by peers a realistic possibility sends a

strong signal of quality, trustworthiness,

and transparency. This could increase

the quality and speed of the reviewing

process on your work, the chances of

your work getting published, and the

chances of your work being taken further

and cited by other researchers after

publication [25].
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